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I. ABSTRACT

This paper presents the application of logistic regression technique to predict employee attrition risk in an organization based on demographic data of separated employees. The paper is based on a real life project executed with one of our clients. In this project the team used demographic information of separated as well as existing employees. This data was used to develop a risk equation, which was later applied to assess attrition risk with current set of employees. Post this assessment, high risk cluster was identified and focus group discussions were initiated to find out the reasons and their requirements and hence action plan was created to minimize the risk.

This paper details out the overall approach taken to create the attrition risk model, process flows, data streams involved and the output attained from the model. It further aims to recommend the thrust areas and best practices on employee retention at different stages of the employee’s association with an organization.
II. INTRODUCTION

“...take our 20 best people and virtually overnight we become a mediocre company”

- Bill Gates

According to Businessdictionary.com, employee attrition is an *Unpredictable and uncontrollable, but normal, reduction of work force due to resignations, retirement, sickness, or death.* However there are some statistical procedures or techniques, through which employee attrition can be predicted. This paper is an attempt to show how attrition can be predicted using logistic regression thus can be controlled.

Attrition is a big problem in industries like IT, BPO and KPO etc. This problem can be attributed to dissatisfaction to various aspects of a job, for example career aspirations, work location, salary, performance management, job satisfaction, managers and many more.

Employee attrition control is critical to the long term health and success of any organization. Staffing costs are one of the largest expenses regularly charged to the budget of organizations. With salaries, benefits, bonuses, training and other personnel costs, companies invest a great deal of resources in their employees. To reduce the cost of attrition, organizations need to ensure that employees’ aspirations are met. It is a known fact that retaining the best employees ensures customer satisfaction, increased revenues and satisfied colleagues and staff.

Organizations invest a lot of money on training, giving employees onsite opportunity, offering compensations above market level to retain employees. However, currently these methods are being generically applied in order to control employee attrition. Through this paper, the authors introduce the concept of Logistic Regression as a technique of predicting attrition risk attached with each employee and highlights the importance of attrition risk assessment using predictive technique.
Application of Logistic Regression enables organizations to employ a more targeted approach towards their employee retention strategies. The following diagram illustrates the different dimensions for the application of the model.

<table>
<thead>
<tr>
<th>Business Performance</th>
<th>Decision Making</th>
</tr>
</thead>
<tbody>
<tr>
<td>▪ Quantify ROI of talent investments</td>
<td>▪ Identify workforce segments/ individuals most at risk of leaving</td>
</tr>
<tr>
<td>▪ Benchmark ability to retain pivotal talent versus peers</td>
<td>▪ Determine targeted actions to take to improve retention and engagement</td>
</tr>
<tr>
<td>▪ Provide input to long term business planning and investments</td>
<td>▪ Develop business case for talent investment with a more complete cost/benefit rationale</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Workforce Planning</th>
<th>Talent Management and development</th>
</tr>
</thead>
<tbody>
<tr>
<td>▪ Set practical targets for talent retention across business and specific workforce segments</td>
<td>▪ Hold managers accountable for talent retention and engagement</td>
</tr>
<tr>
<td>▪ Predict future turnover within specific workforce segments</td>
<td>▪ Better manage pivotal employees and critical workforce segments; e.g. input to compensation design, succession planning, diversity efforts, etc.</td>
</tr>
<tr>
<td>▪ Track pivotal retention across business units</td>
<td></td>
</tr>
</tbody>
</table>
The Logistic regression modeling technique also finds applicability in various other risk prediction analyses, like; churn risk attached with credit card users, subscribers of television channels or magazines, infant survival probability etc.

The first section of the paper emphasizes the fact that employee attrition is a predicament for organizations across the globe. The second section scopes and compares various statistical predictive techniques available, and summarizes Logistic Regression as a relevant technique to apply in a real life project. The third section gives an overview of the concept of Logistic Regression by explaining the statistics of the model. Subsequently, the fourth and the last section present the background of a real life attrition risk assessment project and underscore the application of Logistic Regression, along with the results and recommendations from the study.
1.0 EMPLOYEE ATTRITION – A predicament for all organizations

Employees who enjoy the work and the work environment are more likely to remain employed with their company. Retention strategies are important because they help create a positive work environment and strengthen an employee's commitment to the organization.

Creating retention strategies in today’s world is a difficult task as organizations continue to struggle with high attrition rates. There are high turnover costs associated with attrition which ultimately impact the bottom line of all organizations. The turnover costs are generally classified under two main heads: tangible and intangible. The tangibles can further be classified as recruitment cost, employee’s salary and benefits during the training process, the cost of advertising for the position (in the newspaper, or via the Web training), the cost of recruiting a new employee (time spent interviewing all applicants, checking references, etc.), the cost of training the employee to an acceptable level (trainer's salary, for example) and administration cost.

Intangibles on the other hand include unquantifiable factors like negative impact on employee morale, loss of knowledge, productivity etc. A detailed, but not exhaustive, list of tangible and intangible cost metrics is mentioned in Appendix A.

Some organizations calculate an employee turnover cost at 150 percent of the yearly salary of the existing employee or one third of a new hire’s annual salary. For managerial and sales positions, the cost can go up to 200-250 percent of the annual salary of an employee\(^1\). Therefore, failing to retain a key employee is a costly proposition for any organization.

Understanding the nuts and bolts of human capital analytics can prove to be beneficial for all organizations struggling with attrition. The chart below shows “Hierarchy of Human Capital Analytics” with leading and lagging indicators and their importance. Both of these indicators are created based on perception data, exit data, benchmarking data, engagement model, compensation surveys etc. Lagging indicators suggest solutions for problems that have occurred

\(^1\) Source: Mahindra Special Services Group, (Curtis and Wright, 2001)
in the past; this may or may not be relevant to the current situation. Leading indicators are indicators which can predict attrition in the future using trends and patterns emerging out of historical data.

*The Hierarchy of Human Capital Analytics*

In most of the organizations, managing attrition is a reactive exercise, where attrition is analyzed by comparing exit interview data of employees from different units and profiles. The organizations are feeling the need of “in time” attrition risk assessment which would better equips the management to deal with attrition. Proactive prediction of attrition through predictive models will lead to improved decision making to deliver shareholder values and in turn save revenue due to loss in human capital.
2.0 AN OVERVIEW OF VARIOUS PREDICTIVE TECHNIQUES

Predictive analytics aids in extracting information from data and using it to predict future trends and behavioral patterns. Predictive models exploit patterns found in historical and transactional data to identify risks and opportunities. The core of predictive analytics relies on capturing relationships between explanatory variables and the predicted variables from past occurrences and exploiting it to predict future outcomes.

There are multiple statistical predictive techniques, such as ANOVA, Linear Regression, Discriminant Analysis and Logistic Regression that are used industry wide for various predictive requirements.

ANOVA (analysis of variance) is a statistical method for making simultaneous comparisons between two or more means; a statistical method that yields values that can be tested to determine whether a significant relation exists between variables.

Linear Regression refers to any approach to modeling that defines the relationship between one or more variables denoted Y and one or more variables denoted X, such that the model depends linearly on the unknown parameters to be estimated from the data. Such a model is called a “linear model”.

Linear Discriminant analysis (LDA) method is used in pattern recognition and to find a linear combination of features which characterize or separate two or more classes of objects or events. The resulting combination may be used as a linear classifier or, more commonly, for dimensionality reduction before later classification.

Logistic regression (sometimes called the logistic model or logit model) is used for prediction of the probability of occurrence of an event by fitting data to a logit function logistic curve. It is a generalized linear model used for binomial regression. Like many forms of regression analysis, it makes use of several predictor variables that may be either numerical or categorical. Logistic regression is used extensively in the medical and social sciences as well as marketing
applications such as prediction of a customer's propensity to purchase a product or cease a subscription.

The flowchart below shows the relevance of each technique with respect to the nature of dependent and independent variables to be used in the model.

The chart illustrates that in techniques like ANOVA and regression analysis, the dependent variable is metric or interval scaled, whereas in Discriminant Analysis or Logistic Regression it is categorical. The independent variables are categorical in the case of ANOVA but metric in case of regression and Discriminant Analysis. Henceforth, in this section we distinguish between Discriminant Analysis and Logistic Regression as unique predictive techniques.

Logistic Regression commonly deals with the issue of how likely an observation is to belong to each group. On the other hand, Discriminant Analysis deals with the issue of which group an observation is likely to belong to.
Discriminant Analysis and Logistic Regression are widely used multivariate statistical methods for analysis of data with categorical outcome variables. While both techniques are appropriate for the development of linear classification models, Discriminant Analysis is based on more assumptions about the underlying data.

The table below presents a comparison of underlying assumptions of the two techniques:

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Discriminant Analysis</th>
<th>Logistic Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multivariate Normality</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Homoscedasticity</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>(Homogeneity of variances/covariances)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Multicolinearity (Low Correlation between independent variables)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Absence of Outliers</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Large Sample Size*</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Predictor Variables can be Categorical, Continuous or Discrete</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Above table indicates that in cases when the assumptions for Discriminant Analysis are violated, the technique should be avoided and Logistic Regression should be employed to analyze the data in order to give more robust results.

*Based on ten (10) independent variables, Discriminant analysis would need minimum of 50 cases and Logistic regression would need minimum of 250 cases.
3.0 A PREVIEW OF LOGISTIC REGRESSION

Logistic regression predicts the outcome of a dependent variable through a set of predictors. It is applicable where dependent variable is categorical and dichotomous and independent variables are categorical, continuous or mixed. The dependent variable in logistic regression takes the value of 1 (one) with probability of success of an event, or the value of 0 (zero) with the probability of failure of an event.

Logistic Regression models the probability of ‘success’ as:

\[
\text{logit} [\theta(x)] = \log \left[ \frac{\theta(x)}{1 - \theta(x)} \right] = \alpha + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_i x_i
\]

The equation above shows the relationship between, the dependent variable (success), denoted as (θ) and independent variables or predictor of event, denoted as xi. Where α is the constant of the equation and, β is the coefficient of the predictor variables.

Minimum valid sample size required for LR Model:

Based on the work of Peduzzi et al. (1996)\textsuperscript{15} the following guideline has been defined for a minimum number of cases to be included in Logistic Regression.

\[
N = \frac{10}{k} \times \frac{k}{p}
\]

Where,

\( N = \) Minimum sample size required for model

\( k = \) Number of independent/Predictor variable

\( p = \) the smallest of the proportions of negative or positive cases
In Logistic Regression, each outcome can assume only two values and the procedure used to achieve this is called the maximum likelihood method.

Logistic regression modeling can be performed in two ways:

1. **Stepwise Regression** – A method in which independent variables are entered one by one and their significance in the model is checked
2. **Backward Stepwise Regression** – A method in which all independent variables are used and insignificant variables are removed stepwise in an iterative process to ensure that the model adequately fits the data

From the results of Logistic Regression modeling, the co-efficient are tested for significance using several tests like Wald Chi Square Test, Likelihood-Ratio Test, and Deviance test in order to validate the model. A Wald Chi-square test is used to test whether two (or more) variables are independent or homogeneous. The chi-square test for independence examines whether knowing the value of one variable helps to estimate the value of another variable. The likelihood-ratio test uses the ratio of the maximized value of the likelihood function for the full model over the maximized value of the likelihood function for the simple model.
4.0 APPLICATION OF LOGISTIC REGRESSION

4.1 Project Background:

Anonymous Inc. (name changed to maintain confidentiality), a global IT company was facing a challenge in managing employee attrition. Some initiatives had been taken internally to control the attrition, however, these initiatives were not sufficient and the organization felt the need to be better equipped in order to handle situations of employee attrition.

Anonymous Inc. approached Aon Hewitt to develop a predictive model which would proactively predict attrition risk of employees, and subsequently enable it for effective decision making and management.

4.2 Objective of the research:

The client wanted to minimize attrition by improving its retention strategies by developing a real time solution to target high risk employees and accordingly take better decision. The research was split into specific objectives shown below:

1. Develop a model to predict employee membership towards risk categories at an overall as well as at a department level
2. Create four clusters bases on risk measured from the risk model
3. Identify and target high-risk talents
4. Charting a retention plan targeted at specific categories
5. Measure retention performance across units
6. Provide inputs to reshaping talent sourcing strategies
7. Implement a real time IT infrastructure to indicate high risk category
4.3 Methodology:

The team used two modeling techniques to predict overall attrition risk, as shown in the diagram below. Behavioral risk* modeling based on the online survey data and attrition risk modeling based on the demographic data.

*Behavioral risk model is out of the scope of this paper. However a brief overview of behavioral model is presented in Appendix B.
Below is the process flow used for conducting and implementing attrition risk modeling.

### 4.3.1 Data Collection:

Data collection process was undertaken with:

- Understanding of organization structure
- Collecting of data around employee demographics, attrition, drivers of employee satisfaction and retention through various sources

#### 4.3.1.1 Sources of Data:

The diagnostic was done through a multi-faceted approach, which involved collecting information from different sources to accurately arrive at the status of HR policies.

<table>
<thead>
<tr>
<th>BUSINESS PARTNER DISCUSSIONS</th>
<th>Discussion with Heads(COO, GTS, Marketing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOCUS GROUP DISCUSSIONS</td>
<td>Discussion with employees at different location</td>
</tr>
<tr>
<td>ATTRITION DATA</td>
<td>Demographic data on separated employee</td>
</tr>
<tr>
<td>HR PROCESS ANALYSIS</td>
<td>Discussion with HR teams to understand the HR processes</td>
</tr>
<tr>
<td>EXIT INTERVIEW DATA</td>
<td>Data from Exit interviews</td>
</tr>
</tbody>
</table>

Logistic regression modeling is based on the attrition data only and rests of the datasets were used for other qualitative analysis of this project. Hence, for the purpose of this paper, we will refer to attrition data only.
The HR function of Anonymous Inc. maintains employee database for all current as well as previous employees with their demographic information. The project team collected the two different samples of data. One sample was utilized for running the model and creating the attrition risk equation, while the other sample was utilized for validating the model.

4.3.1.2 Sample size:

Minimum sample required for our model with 10 independent variables and approximately 40% of separated employee data can be calculated as: (As per the formula defined by Peduzzi et al. (1996)\(^\text{15}\))

\[
N = 10 \times \frac{10}{0.4} = 250
\]

The details of the sample of data collected for actual research and for testing the model were much more than minimal required sample of 250:

**Data Set #1:**
- Separated Employees from year 2006 – 2008 (Sample Size=3271)
- Existing Employees (Sample Size=5208)

**Data Set #2:**
- Separated Employees from year 2006 – 2008 (Sample Size=1619)
- Existing Employees (Sample Size=1937)

While gathering data, the research team ensured that the data has good sample representation from each department as the organization had more than seventeen departments. Their research perspective was to do the analysis at the department level as well to identify the unique equations for different departments.
The team used stratified random sampling technique and significant testing tool to select the sample. Stratified random sampling was relevant in this case because sub-groups within the population were heterogeneous. Through stratification, grouping of members of the population was done to get them into relatively homogeneous subgroups before sampling. The team also ensured that there was a reasonable representation from different departments in the overall sample.

Data preparation and cleaning was done after data collection. This involved the following steps:

1. Conversion of metric data into categorical data from some demographical questions like Age, Year of service etc.
2. The missing data for performance rating was replaced with root mean squared value. Performance rating was an important variable for analyzing attrition and thus, the team could not afford to lose out on individuals for whom the performance rating was missing.
3. Data cleaning step involved cleaning of outliers, cleaning of invalid data points and removal of individuals whose information was missing.
4. A variable named ‘Attrition’ was created in the data set. This variable contained the option of ‘0’ (zero) or ‘1’ (one) depending on whether the employee was existing or separated respectively. The model treated ‘Attrition’ as a dependent variable while demographic variables were treated as independent variables.

The following independent demographic variables were used in the model:

- Gender
- Marital Status
- Age
- Education
- Tenure in the organization
- City
- Salary Grade
- Designation
4.3.2 Development of Attrition Risk Equation using Logistic Regression

The team used Statistical analysis software (SAS) to run the logistic regression model. The analysis was done to find out the probability of occurrence of an event (probability of leaving or not leaving the organization) by fitting data into a logistic curve.

The analysis was done at two levels:

- Regression Modeling first done to identify the coefficients of the Master Equation, at an overall organization level
- Later, Regression Modeling done for each of the Departments

At the outset, Logistic Regression model included all demographic variables and subsequently eliminated insignificant variables through an iterative process. Wald Chi-Square test and Maximum Likelihood Estimates were used to identify coefficients for significance for inclusion or elimination from the model.

The fitment of the model was tested after each round of elimination. The analysis was concluded when no more variables needed to be eliminated from the model and the model converged. Refer to the appendix B for the output and the statistics.

Following overall equation was developed:

Overall Organization Level Demographic Attrition Risk = 0.000935 * Designation - 0.0247 * PR (2006) + 0.0259 * PR (2007) + 0.2697 * Gender - 0.2117 * Marital Status - 0.0571 * Age - 0.2321 * Education + 0.1400 * Tenure - 0.2601 * City - 0.1065 * Salary Grade + 2.3537
The analysis revealed that demographic designation and performance ratings were not as significant as the others. Hence these variables were removed and the modified equation developed was:

Demographic Attrition Risk (Significant factors) = 0.2695 * Gender - 0.2120 * Marital Status - 0.0569 * Age - 0.2317 * Education + 0.1403 * Tenure - 0.2606 * City - 0.1056 * Salary Grade + 2.3610

Here values like 0.2695 represent the coefficients of independent variable Gender and the constant 2.3610 represents the effect of all uncontrollable variables. This constant represents the value of dependent variable when all independent variables are made equal to zero.

The analysis revealed that independent variables like department and the performance ratings were not as significant as other. The risk equations by departments are given in Appendix C.

4.3.3 Test the Attrition Risk Equation on the Data #2 (test data) set

The attrition risk equation was tested on the Data #2 (test data) check its accuracy. The model created on Data #1 (main data) threw out similar results on Data #2 (test data), thus validating the equation.

Table below shows actual employee count versus predicted employee count from the data set #2:

<table>
<thead>
<tr>
<th>Actual vs. Predicted Employee counts</th>
<th>Actual Predicted Value of Existing Employee</th>
<th>Actual Predicted Value of Separated Employee</th>
<th>Actual Employee Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Existed Employee</td>
<td>62%</td>
<td>38%</td>
<td>1937</td>
</tr>
<tr>
<td>Actual Separated Employee</td>
<td>20%</td>
<td>80%</td>
<td>1619</td>
</tr>
<tr>
<td>Predicted Employee Count</td>
<td>1523</td>
<td>2033</td>
<td>3556</td>
</tr>
</tbody>
</table>
From the table above we can say that,

- Model predicted 80% of actual separated employee (N=1619) correctly.
- Model predicted 62% of existed employee (N=1937) correctly.

### 4.3.4 Retention Plan

Based on the model results, four levels of employee risk buckets were identified and have been shown below:

- **High Risk (Score > 90%)**
- **Medium Risk (90% > Score > 60%)**
- **Low Risk (60% > Score > 20%)**
- **Safe (Score < 20%)**

The retention plan charted using identified risk bucket for Anonymous Inc. has been presented below:

- **Zone 1 (Safe)**
  - No action required

- **Zone 2 (Dormant)**
  - Action to be taken on long-term basis
  - Apply group interventions
  - HR to track the demographic data for these individuals to see if the risk profiles are changing or if the equation needs to be altered

- **Zone 3 (Active)**
  - Action to be taken on medium-term basis
  - HR to keep a close watch on the behavioral status to change from "Medium" to "High" risk. HR to analyze demographic data to identify high risk supervisors/units and point them to the BU heads
  - Apply group interventions

- **Zone 4 (Actuate)**
  - Action to be taken on immediate basis
  - HR to send list to the concerned managers for immediate action
  - HR to validate the risks for consistency with the identified clusters
  - Managers to have a one-to-one conversation with identified employees
A roll out plan spread over a time span of 4 weeks was suggested to Anonymous Inc. with the roles defined for each of the stakeholders and the nature of their involvement.

The following action plan was devised for each of the zones identified above:

- **Safe Zone** – No action will be taken. Employees in this zone are engaged.
- **Low Risk Zone** – No action will be taken. Employees are at a low risk of attriting.
- **Medium Risk Zone** – A discussion to be scheduled by the manager with the employee. During this discussion, the manager would probe on the employee’s level of engagement by seeking to understand his/her concern areas.
- **High Risk Zone** – A discussion to be scheduled by the manager with the employee. During this discussion, the manager would probe on the employee’s level of engagement by seeking to understand his/her concern areas. If the employee is a high-performer or a high-potential, a further discussion will be scheduled by the skip-level manager with the employee. The focus of the discussion would be to understand employee’s immediate concerns.

**4.3.5 Implementation of real time IT solution**

The model equation form Behavioural risk and Demographic attrition risk were implemented online by the IT department of Anonymous Inc by linking the model parameter to their database. Managers were provided access to employees of his/her team to check the risk association and accordingly chalk out the retention strategy.
III. CONCLUSION

The approach shown in the paper to predict employee attrition using ‘Logistic regression’ predictive technique is based on separated employee’s demographic data for particular organization. This technique to predict employee attrition can be applied to every organization based on employee demographic data.

This predictive technique to define risk attached with each employee should be modified and remodelled bi-yearly to refine coefficients based on current data.

The motive of this approach is to help organizations proactively predict attrition in real time and therefore take the necessary steps to prevent it, or plan the manpower inventory accordingly. Instead of trying to retain everyone, an organization should identify precisely who needs to be kept on board, and how the company can continue to appeal the high potential employees.

Employee Attrition Risk Assessment is receiving significant attention and opening a scope of focused research initiatives. An analytical approach to this assessment aids in prediction of attrition risk and subsequent action planning. Among the various statistical predictive techniques available, Logistic Regression and Discriminant Analysis come the closest to give a solution. Logistic Regression in this case would give more robust results as it does not assume conditions of multivariate normality and homoscedasticity. In the case presented, Logistic Regression has been employed to predict employee attrition risk based on demographic information and a retention plan has been charted out to target the risk categories derived.
IV. APPENDIX

A. Tangible & Intangible Costs

*Highlighted categories in red are some important losses to an organization.*

<table>
<thead>
<tr>
<th>TANGIBLE COSTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Termination</strong></td>
</tr>
<tr>
<td>Exit Interviews – HR staff time</td>
</tr>
<tr>
<td>Severance Pay</td>
</tr>
<tr>
<td>Accumulated leaves</td>
</tr>
<tr>
<td>Separation Processing –</td>
</tr>
<tr>
<td>Administrative support</td>
</tr>
<tr>
<td><strong>Vacancy</strong></td>
</tr>
<tr>
<td>Overtime for co-workers</td>
</tr>
<tr>
<td>Temp agency services</td>
</tr>
<tr>
<td><strong>Recruitment</strong></td>
</tr>
<tr>
<td>Writing job ad</td>
</tr>
<tr>
<td>Running job ad</td>
</tr>
<tr>
<td>Third party recruiter fees</td>
</tr>
<tr>
<td>Other (e.g. Referral bonus)</td>
</tr>
<tr>
<td><strong>Selection and Hiring</strong></td>
</tr>
<tr>
<td>Application Screening</td>
</tr>
<tr>
<td><strong>Interviewing</strong></td>
</tr>
<tr>
<td>Reference Check</td>
</tr>
<tr>
<td>Finalizing employee contract</td>
</tr>
<tr>
<td><strong>Relocation</strong></td>
</tr>
<tr>
<td>Other (e.g. Signing bonus)</td>
</tr>
<tr>
<td><strong>Orientation and Training</strong></td>
</tr>
<tr>
<td>New Hire Processing</td>
</tr>
<tr>
<td>Orientation</td>
</tr>
<tr>
<td>Orientation Material</td>
</tr>
<tr>
<td>Training cost (Trainer cost + trainer materials)</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td><strong>INTANGIBLE COSTS</strong></td>
</tr>
<tr>
<td>- Lost productivity of incumbent prior to departure</td>
</tr>
<tr>
<td>- Lost productivity of co-workers or subordinates</td>
</tr>
<tr>
<td>- Lost productivity / time of supervisor during vacancy, orientation and training</td>
</tr>
<tr>
<td>- Lost productivity of new hire during orientation and training</td>
</tr>
<tr>
<td>- Lost productivity of new hire during transition</td>
</tr>
<tr>
<td>- Increased defects / operating errors during vacancy or transition</td>
</tr>
</tbody>
</table>
B. Overview of behavioral model

Based on the interactions with employees through FGDs and HR Business Partner meetings, behavioral factors which are key precursors to attrition to the Anonymous Inc. context were identified. Lists of factors leading to attrition were identified and a survey was administered.

Based on the responses to the behavioral questions a factor was calculated for each employee and four risk categories were identified as below:

![Risk Categories Diagram]

- High Risk: (Score < 0.75)
- Medium Risk: (0.75 < Score < 1.7)
- Low Risk: (1.7 < Score < 2.55)
- Safe: (Score > 2.55)
C. Model Output

The output had two main tests as below:

C.1 Test of global model fit

C.1.1. Model Fit Statistic

C.1.2. Testing Global Null Hypothesis

C.2 Parameter Estimates

C.2.1 Analysis of Maximum Likelihood Estimates

C.2.2 Odds Ratio Estimates

C.1. TESTS OF GLOBAL MODEL FIT

The likelihood ratio test is a global test of fit. The null hypothesis is that none of the predictor variables are related to the outcome (ALL the betas=0). If the likelihood ratio test has a significant p-value, this means that at least one of the predictor variables is significantly related to the outcome (beta not equal to 0)

<table>
<thead>
<tr>
<th>Model Fit Statistics</th>
<th>Intercept Only</th>
<th>Intercept and Covariates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criterion</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>11220.005</td>
<td>10975.046</td>
</tr>
<tr>
<td>SC</td>
<td>11227.045</td>
<td>11052.483</td>
</tr>
<tr>
<td>-2 Log L</td>
<td>11218.005</td>
<td>10953.046</td>
</tr>
</tbody>
</table>

The likelihood ratio test comes directly from the likelihood equation in Maximum Likelihood Estimation.

When the model is fit with only the intercept (no predictors), the value of the likelihood equation -2LogLikelihood (-2LogL) of 264.9589. When the model is fit with the intercept and the 10 predictors, the value of the likelihood equation -2LogLikelihood is 10953.046 at its maximum value.
If we subtract the \(-2\text{LogL}\) of a reduced model (intercept only) from the \(-2\text{LogL}\) of a full model (intercept and number of predictors), this has a chi-square distribution with \(K\) degrees of freedom under the null hypothesis (ALL Betas=0). Here we get a value of 264.9589 for a chi-square with 10 degrees of freedom (highly significant, so reject the null!). Where \(K\) is the number of predictor variables.

If the null hypothesis rejects, this means that at least one of the predictor variable is important. Something in our model is predictive!

The "Analysis of Maximum Likelihood Estimates" table lists the parameter estimates, their standard errors, and the results of the Wald test for individual parameters.

\textit{C.2. PARAMETER ESTIMATES}
Overall Organization Level Demographic Attrition Risk = $0.000935 \times \text{Designation} - 0.0247 \times \text{PR (2006)} + 0.0259 \times \text{PR (2007)} + 0.2697 \times \text{Gender} - 0.2117 \times \text{Marital Status} - 0.0571 \times \text{Age} - 0.2321 \times \text{Education} + 0.1400 \times \text{Tenure} - 0.2601 \times \text{City} - 0.1065 \times \text{Salary Grade} + 2.3537$

Variables like Gender, Marital Status, Age, Education, Year of service, City and Salary grades are significant and variables are Designation, performance rating are insignificant.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Point Estimate</th>
<th>95% Wald Confidence Limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designation</td>
<td>1.001</td>
<td>0.987</td>
</tr>
<tr>
<td>PR (2006)</td>
<td>0.976</td>
<td>0.797</td>
</tr>
<tr>
<td>PR (2007)</td>
<td>1.026</td>
<td>0.891</td>
</tr>
<tr>
<td>Gender</td>
<td>1.310</td>
<td>1.194</td>
</tr>
<tr>
<td>Marital Status</td>
<td>0.809</td>
<td>0.763</td>
</tr>
<tr>
<td>Age</td>
<td>0.944</td>
<td>0.906</td>
</tr>
<tr>
<td>Education</td>
<td>0.793</td>
<td>0.742</td>
</tr>
<tr>
<td>Year of Service</td>
<td>1.150</td>
<td>1.107</td>
</tr>
<tr>
<td>City</td>
<td>0.771</td>
<td>0.729</td>
</tr>
<tr>
<td>Salary Grade</td>
<td>0.899</td>
<td>0.859</td>
</tr>
</tbody>
</table>

Interpretation: For every 1 unit increase in Year of Service there is an estimated 15% increase in odds of employee leaving the organization.
### D: Model equations by departments

<table>
<thead>
<tr>
<th>Department</th>
<th>Overall Equation</th>
<th>Equation of Significant factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Department 1</td>
<td>1.9279 – (0.6271<em>PR (2006)) + (1.4275</em>PR (2007)) – (0.1674<em>Gender) – (0.4937</em>Marital Status) + (0.3889<em>Age) + (0.279</em>Education) + (0.8665<em>Tenure) – (0.5880</em>City) – (0.1189*Salary Grade)</td>
<td>No Significant Factors</td>
</tr>
<tr>
<td>Department 2</td>
<td>2.8146 – (0.0585<em>PR (2006)) + (0.3612</em>PR (2007)) – (0.0455<em>Gender) – (0.1991</em>Marital Status) + (0.0437<em>Age) - (0.3648</em>Education) - (0.5339<em>Tenure) – (0.7228</em>City) – (0.1007*Salary Grade)</td>
<td>No Significant Factors, except the Intercept</td>
</tr>
<tr>
<td>Department 3</td>
<td>1.3263 – (0.467<em>PR (2006)) + (0.584</em>PR (2007)) – (0.279<em>Gender) – (0.7246</em>Marital Status) - (0.4217<em>Age) - (0.4986</em>Education) + (0.4298<em>Tenure) + (0.4123</em>City) + (0.0381*Salary Grade)</td>
<td>No Significant Factors, except the Intercept</td>
</tr>
<tr>
<td>Department 4</td>
<td>1.7741 – (0.0197<em>PR (2006)) + (0.035</em>PR (2007)) + (0.0673<em>Gender) – (0.1274</em>Marital Status) + (0.1149<em>Age) + (0.1706</em>Education) + (0.00901<em>Tenure) – (0.4357</em>City) – (0.3101*Salary Grade)</td>
<td>1.7741 + (0.1706<em>Education) – (0.4357</em>City) – (0.3101*Salary Grade)</td>
</tr>
<tr>
<td>Department 5</td>
<td>1.4277 + (0.3178<em>PR (2006)) + (0.4259</em>PR (2007)) + (0.3401<em>Gender) – (0.2889</em>Marital Status) + (0.942<em>Age) + (0.2541</em>Education) - (0.1034<em>Tenure) + (0.1275</em>City) – (1.0851*Salary Grade)</td>
<td>No Significant Factors except Intercept</td>
</tr>
<tr>
<td>Department 6</td>
<td>1.568 – (0.0524<em>PR (2006)) + (1.1885</em>PR (2007)) + (0.1747<em>Gender) – (0.0197</em>Marital Status)</td>
<td>1.568 + (0.4937<em>Tenure) – (0.2766</em>City)</td>
</tr>
<tr>
<td>Department</td>
<td>Status) - (0.1967<em>Age) + (0.1506</em>Education) + (0.4937<em>Tenure) – (0.2766</em>City) – (0.2363*Salary Grade)</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Department 7</td>
<td>1.6002 + (0.1186<em>PR (2006)) - (0.0443</em>PR (2007)) + (0.1492<em>Gender) – (0.1662</em>Marital Status) + (0.0667<em>Age) - (0.124</em>Education) + (0.0425<em>Tenure) – (0.0798</em>City) – (0.0719*Salary Grade)</td>
<td></td>
</tr>
<tr>
<td>Department 8</td>
<td>1.6726 – (0.1983<em>PR (2006)) + (0.2024</em>PR (2007)) + (0.5563<em>Gender) – (0.1875</em>Marital Status) + (0.2714<em>Age) + (0.3518</em>Education) + (0.2317<em>Tenure) – (1.9874</em>City) – (0.7207*Salary Grade)</td>
<td></td>
</tr>
<tr>
<td>Department 9</td>
<td>1.6452 – (0.0473<em>PR (2006)) - (0.2742</em>PR (2007)) + (0.0677<em>Gender) – (0.1077</em>Marital Status) - (0.2593<em>Age) - (0.00529</em>Education) + (0.2774<em>Tenure) + (0.1970</em>City) – (0.0846*Salary Grade)</td>
<td></td>
</tr>
<tr>
<td>Department 11</td>
<td>30.8236 + (3.2992<em>PR (2006)) - (30.3507</em>PR (2007)) – (0.2457<em>Gender) + (28.2294</em>Marital Status) - (3.9096<em>Age) - (4.772</em>Education) + (19.324<em>Tenure) – (37.2366</em>City) + (32.291*Salary Grade)</td>
<td></td>
</tr>
</tbody>
</table>

No Significant Factors except Intercept
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